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Twitter as a potential data source for statistics

Piet J.H. Dads Marko Roo§ Mark van de Vehand Joyce Nerohi

Summary: An increasing number of people is activearious social media

platforms. Here, people voluntarily share infornosij discuss topics of
interest, and contact family and friends. Since tlesponse to the

guestionnaires of Statistics Netherlands continuousecline we investigated
the potential usability of the information exchadge social media as a data
source for official statistics. Because Twitterused by a large number of
people in the Netherlands and the pubic messagesbearelatively easily

collected, we started to investigate the contentTwitter-messages. We
therefore studied several ways of collecting Twitéxt messages, classified
the topics discussed and looked at the usabilitthefinformation from an

official statistics point of view. User oriented ssage collection was found
the best approach for our purposes. Identificatarthe topics discussed in
the 12 million messages collected was done in tages. First the topics in

all the hashtag containing messages were determaretd messages were
classified. Next, a random sample of the non-hagslstantaining messages
was classified. The combined results revealed ahadnsiderable amount of
the messages collected, around 50%, could potégntied used to provide
information on work, politics, spare time activitieand events. Topic
identification of twitter messages has never beeriopmed at such a large
scale. The findings are not only relevant for (éfi) statisticians but also for

sociologist and other scholars interested in thedgtof social media and in
the content of the information exchanged.

Keywords: Social networks, Data collection, Cldsation, Information
exchange, Identification.
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1. Introduction

Traditionally, sample surveys are used by NatidBaltistical Institutes to collect
data on persons, businesses, and all kinds of|saadth economical phenomena.
During the last 30 years, more and more statistitstitutes have gradually been
replacing survey data with administrative datasTHtiift is predominantly caused by
the wish to decrease the response burden on thepdatiders and the desire to
produce statistics of sufficient quality in a cadficient way (Bethlehem, 2010;
Snijkers, 2009). Apart from administrative data reeg there are, however, also
other sources of secondary information availabléaéworld around us that could -
potentially- provide data of interest for producefsstatistics (Daas et al., 2011,
Groves, 2011, Roos et al.,, 2009). Nowadays, mom more information is
processed and stored by many of the ubiquitoudretéc equipment surrounding
us, such as mobile phones and other electronicceeviln addition, the ever
increasing use of the internet causes more and menrgns (and companies) to
leave their digital footprint on the web (DialogizP08). All these sources of
information could potentially assist the productiminstatistics in a way similar to
administrative data (Wallgren and Wallgren, 200%d acould even provide
information describing new social and economicarmmena! (Daas et al., 2011,
Nordbotten, 2010 and 2011; Hourcade et al., 2000}his paper we explore the
potential of a particular digital data source: daban the social medium Twitter. We
focus on two main components, the collection ofttewi messages and the
classification of topics discussed.

1.1 Social Media

In the recent years the use of text based socidlaries vastly increased resulting
in millions of people broadcasting their thoughtsl opinions on a great variety of
topics (Kaplan and Haenlein, 2010). Especially $ocial statistics studying the
opinions, attitudes, and sentiments shared in koo@lia could be interesting.
Currently for official statistics, data availabla many different sources, often
surveys, are combined in the hope that this walllthe gap of information needed
(Schmeets and Te Riele, 2010). Nowadays there ameemus sources on the
internet that could be used to deduce similar fdetmmples of this kind of data
sources are weblogs (‘blogs’), news sites, andgodibdit rooms. These sources are,
however, not always easy to find and not indexed, Wecause the data is spread
over an ever-growing number of domain names.

Fortunately, some sources have seen a huge grawtbpularity over the last few
years and can be more easily investigated. Thasees are the so-called micro-
blogs (Java et al., 2007; Kaplan and Haenlien, R@ExXamples of such services are
Google+, Twitter, and Tumblr (Sterne, 2010). Beeaiisvitter is used by many
people in the Netherlands (ComScore, 2011; Fistir]l) and much of its messages
are publicly available, meaning that people that mot a member of the senders



network are able to read it, make it a very ativacsource of information (Laniado
and Mika, 2010; Miller, 2011; Pear analytics, 201850, adding to its opiniating
effect, twitter messages of both well known and le®ll known people receive
intense attention from the established media.

To study the usefulness of micro-blogging mességes an official statistics point
of view, we focussed on public twitter messagesfoige the results of our
exploratory study are presented, we start by pmogidhe reader the essential
background information on the features specifidtatter and its messages. This
knowledge is needed to fully comprehend and unaedsthe approach followed and
the choices made in the research described ipépier.

1.2 Twitter features

Via Twitter users exchange information in shortt tevessages, with a maximum of
140-characters (called ‘tweets’), by means of atraénserver located at
“http://www.twitter.com”. A user that creates ancaant on Twitter automatically
gets assigned a unique identifier and must proaidsername, full name, and email-
address. In addition, the user is requested to getsonal information like location
and a short biography (a description). These at®mg free text fields that are
visible to the outside world unless the user chedsehide their profile details.
Apart from creating and sending messages, Twitser@nables users to subscribe to
receiving messages from other users (‘follow’ arudevery time a particular user
sends a new twitter message to the server, al$ tisat ‘follow’ that user, receive a
notification of that message on their personal fewilogin page. These relationships
are not reciprocal.

There are three ways by which a user can distrilbut®essage on Twitter. A
message can be send to the general public, tmtlosvérs of a user only, or -as a
direct message- to one of its followers. The pualiailability of the first two types
of messages is affected by the Twitter privacyirsgdt of the user. Enabling the
privacy option only allows his/her followers to de@and receive) the messages of a
user. Users with the privacy option disabled hapelaic profile which makes there
messages available to all people with internet sscEverybody can read their
messages by, for example, visiting the users Twiige at twitter.com/#/username.
Direct messages, from one user to another, areyalpavate. For our studies only
publicly shared information of Twitter-users wadlected.

Twitter messages also have specific characterigiash message has a date and
time stamp. Additional features are: i) replyingat@pecific user (by including the
‘@username’), ii) use a hash sign (#) to ‘tag’ aravéo highlight one or more
keywords in the message, iii) ‘forward’ messagedottowers, with the ‘retweet’
option, iv) adding a link to a web address, andagjl location information by
including Global Positioning System (GPS) obtaicedrdinates or another source
of location information as an attribute. Users #adble the optional location feature
in their profile, assure that all their messagel welude the location information
from which their messages are send.



1.3 Scope of the study

The primary goal of the study described in thisgrapas the identification of the
topics discussed on Twitter by Dutch users in tlthBrlands. From this general
approach it was assumed that the amount of messalgeant for official statistics
and the area(s) of potential use could be deddaednable topic identification, first
a considerable number of twitter text messagesatesul be collected. The paper
therefore starts by describing the ways by whiclittéw text messages were
collected from inhabitants of the Netherlands. Tieisulted in a dataset that was
used to identify the topics discussed on Twittdre Tatter proved challenging. The
paper ends with a discussion on the issues idedtithe challenges remaining, and
the potential use of Twitter in the context of oiffil statistics.

2. Data collection and methods used

During our studies only publically available twittdata were collected. The data
were securely stored on a server. When the datactioh period ended the data
were stored on an internal secure environment aitbess limited access to the
authors and completely removed from the serveraBse the database contained
personal data, such as the username, processthg data was done in accordance
with the rules stated by the Dutch Data Protecfiathority (DDPA, 2001).

2.1 How twitter data were collected

Twitter data can be collected via various Twittékpplication Programming
Interfaces’ (API's). After signing in with a usema and password, twitter data can
be obtained via one of three API's: Streaming, 8gaand REST (Twitter
developer, 2012). Some features overlap betweenA®iks but there are also
considerable differences. Since Twitter API's aomstantly being developed, the
current situation may differ. Our primary demandsvwempleteness of the set of
messages collected. To get a good overview ofapies discussed on Twitter in the
Netherlands, it was essential that no specific graunessages or users was missed.
Because of the costs involved and the fact thabadget for this kind of research is
limited, the Streaming approach was excluded. mnefiry studies with the Search
API revealed that the results predominantly inctuseessages from users with
many followers. Messages from users with few folbosy such as our test messages,
were hardly ever included.

The REST approach was the way to go. Here, theidestifier is the point of entry.
It not only allows the collection of the messages &lso enables the extraction of
data from users like followers (and their identii)e profile and location information
of users, and more. Unfortunately, the REST APIdwage limitations on bandwidth
usage. However, by spreading the request to théteivderver over multiple user
accounts, we were able to collect all the infororathieeded. Use of the REST API
forced us to use the following sequence of eventsllect as many user identifiers



as possible, ii) identify the Dutch users withifsthopulation, and iii) subsequently
collect messages from the Dutch users.

2.2 User name collection

The network of interconnected Twitter users formgraph, were each user is a
node. Users are linked by ‘followers’ and ‘followginrelationships. The first are the
links between a user and its followers and theddtte relation between the user and
the people he/she is following. Since some userdalowed by many followers,
we decided to start traversing through the netwer& the user-followers
relationships. Dutch user identifiers were colldctey a breath-first algorithmic
approach; a data collection technique referred go‘smowball’ sampling by
statisticians (Biernacki and Walldorf, 1981). Dowdesof this approach is that users
can be missed, especially those that do not folowother Dutch users. This could
be solved by additionally adding the user-follownetationships. However, because
it already took a considerable amount of time tvet through the user-follower
graph (close to 4 weeks) and because the numbamigfie Dutch users identifiers
collected was quite close to the amount expected (elow), we decided not to
additionally include the user-following relationadings.

2.3 Location namefiltering

Identification of Dutch Twitter users was done lopHing at the content of the
location field in their profile. Users with the was ‘Nederland’, Netherlands,
Holland, or the name of a Dutch province or murdtity included in their location

field were all initially considered Dutch. For usewith an empty location field, the
value ‘unknown’ was stored. Regular expression matrwas used to compare
strings. Although this approach returned quite gremiilts, it did not suffice for all

cities. For instance, a lot of clearly English aftherican city names matched
positively with the Dutch village named ‘Fort’. Aoksiderable number of other
foreign places, such as ‘Amsterdam, Missouri, USAd ‘Bergen, Norway’, also

matched with Dutch city names. We solved this byating an exclusion list of
locations and regularly checking the results olet@inThe exclusion list only
contained locations that were certainly not Dutetl aontained words like Belgium
(‘Belgi’), Germany, Deutschland, and some otheriobs non-Dutch countries. In
future studies the selection could be even morimedfby including a language-
sensitive analysis. Since the location informatiociuded in the user profile was
used, geographic coordinates need not be consitiered

2.4 Text message collection

For all users identified as Dutch the 200 most medes or hers twitter messages
were collected. We choose this approach for seveeaons. First, it prevented that
the twitter messages send by very active usersdaadarhinate the topics discussed.
Preliminary studies by one of the authors had direadicated that the number of
tweets per user tends to follow a Zipfian distribnt plotted on a double-



logarithmic scale it follow a straight line. Othstudies additionally suggested that
the messages from these kind of users are likdbg tmonothematic (Trump, 2010).
The second advantage of this choice was that giderably reduced the burden on
the server; up to 200 messages could be collegtedsingle request.

3. Reaults

3.1 Dutch Twitter users

Studies from others performed around the time that started our research
suggested that the expected number of Dutch Twitsers should be somewhere
between 150.000 and 320.000 (Cheng et al., 208@pdhderwoerd, 2011). This
range was partly caused by differences in the tiefinof active users. Since it can
be expected that a considerable number of useysapeate an account to obtain
information, and not for sharing, the number of dutusers could even be
considerably higher.

Username data collection started by manually sete@ Dutch user with a great
number of followers from the top five of most paguDutch Twitter users. Our
choice was a well-known and popular Dutch politiciaho was very active on
Twitter during the Dutch elections in 2010 (Schoameberd, 2011). At the time she
was included in our database, she had exactly &9f@®owers. Next, all user
identifiers, usernames, location information anldeotpublic profile information of
her followers were collected. Subsequently, theorimfation for all not already
included followers of these followers were collettetc. This process was repeated
8 times: the point at which the number of new Duiskr identifiers became nearly
depleted. Table 1 provides an overview of the totathber and new user identifiers
at each stage. It also includes the number of stgueeeded to collect the data,
indicating the burden this approach took on thetfBwserver.

All in all, at the end the user database contaimetbtal of 4,413,391 unique
identifiers. Of these, 380,415 users -close to @ re positively identified as Dutch
based on the information in their location fielduit@ a large group of users, viz.
1,661,467 (38%), had no information in their looatifield resulting in the
classification ‘unknown’. The remaining 2,371,508ets had a description in their
location field that was not positively matched be tist of Dutch location names.
These were therefore classified as ‘other’. Usethis group either lived outside the
Netherlands or had a fantasy name in their locdted; such as: ‘on Mars’, ‘close
to the beach’ and ‘behind you’.

A total of 41% of the Dutch users had a referemcéhe country the Netherlands
included in their location name. The city name theturred most was Amsterdam
(11%). A quarter of the location names containedrthmes of one of the five major
cities in the Netherlands; i.e. Amsterdamtt&dam, The Hague, Utrecht and



Table 1: Results of the collection of Dutch Twittsers.

Depth Total number of Total number of Number of new Total number
unique user ID5  unique Dutch ID's (% Dutch ID's (% of of requests to
collected of total ID’s) total Dutch ID’s) server

0 1 1 (100) 1 - 799

1 79,799 42,582 (53.4) 42,581 (100) 83,340
2 1,248,185 224,876 (18.0) 182,294 (81.1) 377,457
3 3,588,569 354,639 (9.9) 129,763 (36.6) 512,213
4 4,257,527 377,011 (8.9) 22,372 (5.93) 533,841
5 4,388,462 379,837 (8.7) 2,826 (0.74) 536,674
6 4,406,615 380,246 (8.6) 409 (0.11) 537,127
7 4,411,495 380,364 (8.6) 118 (0.03) 537,258
8 4,413,391 380,415 (8.6) 51 (0.01) 537,311

1D: Identification number.

Eindhoven. Nearly half of the Dutch users had th#ooal description field filled
in. In this field users often provide a short biygny.

3.2 Messages collected

Capturing up to 200 messages of each of the 38@4it¢h users identified resulted
in a total of 12,093,065 twitter messages. Remadykdbr 39% of the users no
messages were returned. This could be caused bfathehat those users had a
private profile (indicating that no public tweetee aavailable), they never created
tweets, or had removed all tweets. These reasand oot be discerned. From the
users for which messages were collected both tmenb of the message and
additional meta-information was stored. The ladrabled the identification of the
data/time and location associated with the messadether a message was
authentic, forwarded (a ‘retweet’) or a reply, amgether the message included user
names, hashtags, and/or links to web pages. Thema®rity of the messages
covered 2009 and the first nine months of 2010. dldest message obtained was
sent on 20-10-2006. A general overview of the mataddaracteristics of the
messages collected is shown in Table 2.

3.3 Topicidentification

To get an impression of the topics discussed, w& focussed on the twitter

messages containing hashtags. By prefixing a watld & hash symbol (#), users
add context to their twitter message. The hashethggord essentially becomes a
key word (Efron, 2010) which indicates the topie thessage is about or refers to.
Of the total number of messages collected 1,7501@igkts (14.5%) contained a
single hashtag and 12,378 messages contained tmorer (0.1%). Because of their
small number and potential disturbing effect, thielr group was ignored. As users
are free to use and introduce hashtags, a conbldenamber of unique hashtags
occurred; in total 16,439. The distribution of thember of messages per unique
hashtag was highly skewed; it very much resemblgtpian distribution. The 300

most frequently used hashtags comprised ateyuarthe total number of hashtag
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Table 2: Metadata characteristics of the Twittexssages collected for Dutch users

Types of messages

Total number

Percentage oRelative percentage

total (%) (%)

All 12,093,065 100 -

With hashtags 1,762,452 14.6 100
1 hashtag 1,750,074 14.5 99.3
2 or more hashtags 12,378 0.1 0.7

With username 4,821,669 39.9

(@username)

With hyperlink 1,631,709 13.5 -

Original tweets 8,736,685 72.2 100
no username 1,392,438 115 15.9
no hashtag 1,473,329 12.2 16.9
no username and hashtag 241,855 2.0 2.8

Replies and retweets 3,356,380 27.8 100
total replies 3,022,310 25.0 90
total retweets 334,072 2.8 10

containing messages. The 1000 most frequently bsetitags represented a bit
more than 35%.

By manually grouping the messages in which the 16kt frequently used
hashtags occurred, with the themes over which sHtai Netherlands publishes
statistics (CBS, 2012) as a starting point, a stat made with the identification of
the topics discussed on Twitter in the Netherlan@ls. a result of this initial
classification the list of themes was adjusted s@hat as it was found that some
themes did not or were hardly ever assigned and $bemes were assigned much
more. The resulting set of themes discerned is shnvthe first column of Table 3.
In column two a short description is given. To thesoups, the remainder of the
single hashtag containing messages were additjoradsigned. The relative
contribution of the single hashtag containing mgesaventually obtained for each
group is shown in the third column of Table 3. Tetdéumn reveals that in the single
hashtag containing twitter messages the topics Medid Other most frequently
occurred, followed by Sports and Spare time relatezkts. The Other group was
predominantly composed of messages in which thbthgged word was sentiment
related; such as #happy and #sad. In additioinéomanual classification, we also
applied automated text analysis techniques to iffashe hashtag containing
messages. Here, the software program LingPipe sed with an implementation of
the DynamicLMClassifier (Alias-i 2008). The resuttistained confirmed our earlier
findings.

To get an idea of the topics discussed in the 0633 non-hashtag containing
messages, we started with the automated text fitadiin method developed for
the hashtag containing messages. We expectedhibainethod would also assign
the non-hashtag containing tweets to the predefa¢ehories. However, in contrast
to the findings for the hashtag containing messatesresults obtained for the non-
hashtag group were very ambiguous; even after reffoint. We therefore decided

11



to manually classify a random sample of the nortass containing messages. A
sample of 1050 messages was drawn and the maimdggussed was assigned to
the themes identified before. The relative contitdru of the sampled messages to
these topics is shown in the fourth column ofbl€a3. The findings of the
sample not only indicated the relative contribatof the topics discussed but also
revealed why the automated text classification wettthid not work for non-hashtag
containing messages. Manual classification shothetl the majority of the non-
hashtag messages belonged to the Other group (Ft8é)great diversity of words
included in this large group of messages must haegatively affected the
automated classification process. We thereforeodistued our automated text
classification efforts for these messages.

In many of the Other non-hashtag containing messageclear topics were
discussed. These kind of messages are referred tpoitless babble’ in some
studies (Pear analytics, 2010). We will use theemoeutral expression of ‘non-
statistical interest’ here. Apart from these kinols messages, the non-hashtag
containing tweets in our sample were predominafalynd to be related to the
themes Spare time, Sport, Media and Work. Combithegdindings for the hash and

Table 3: Classification of hash and non-hashtagtaiming Twitter messages of
Dutch users.

Theme Description With  Without Combined
single  hashtagd  results
hashtag (%) (%)
(%)

Economy Referring to economy, income and 5 2 2
enterprises

Education School, teaching and training related 1 3 3

Environment Nature, environment and other 'green’ 0 1 1
issues

Events Non-sport and non-political happenings 4 1 1

Health Health and welfare related 1 3 3

Holiday Referring to on leave activities and 1 2 2
travelling

ICT Information and communication 7 2 3
technology related

Living References to a location, municipality 4 1 1
or country

Media Dutch TV and radio shows (non 20 5 7
political)

Politics Political debates, leaders, parties and 7 2 3
government

Relations Related to social and human 4 1 1
interactions

Security Security, crime and justice related 0 1 1

Spare time Activities of people when not working 9 10 10
(not sports)

Sports Sports, clubs, and sports events 13 6 7

Transport Referring to traffic, commuting and 2 3 3
transport

Weather Weather conditions, forecasts and 1 1 1
warnings related

Work Employment and job related 3 5 5

Other Rest group 18 51 46

2 Findings derived from a random sample.

12



non-hashtag containing messages revealed that ©@tbét), Spare time (10%),
Media and Sports (both 7%) and Work (5%) relatgacls were most mentioned in
our dataset. This, however, does not mean thatdajiscussed by a small percent of
the messages are not of interest; a single pesti#nepresents around 120 thousand
messages in our dataset.

4. Discussion

The results described in this paper reveal thatwatter topics of potential interest
for official statistics are discussed. Topics fdrieh twitter messages could provide
information from an official statistics point ofex are those that are related to work
and politics (Tjong et al., 2012). Spare time dtiig and events are also interesting
options (Schmeets and te Riele, 2010). Our persexgadriences from looking into
the content of twitter messages mentioning thepiedasupports the idea that quite
some of these tweets could be used to provide amniattitudes, and sentiments
towards these topics. Because of the vast amoumiesgages created on Twitter in
the Netherlands (ComScore, 2011), this opens upsilfibBes to collect a
considerable amount of information in a quick wayhaut any perceived response
burden. Problem is discriminating the informativeomi the non-informative
messages. Because of the relative size of the Qtbap (see Table 3), many twitter
messages discuss unclear topics and, hence, willlikely disturb the automatic
identification of the relevant messages. Perhaps;selecting tweets by the
occurrence of topic specific words can be use@daice this disturbing effect.

Studies by Bollen et al. (2011) suggest an additiose of tweets. They performed
sentiment mining on all twitter messages collecthating a certain period.
Interestingly, the sentiments obtained were foundbé related to stock market
developments; suggesting a potential relation withnomic developments, which is
also interesting from an official statistics pooftview. This finding indicates that,
despite the fact that only a (selective) portiorthaf population uses Twitter, tweets
could potentially be used as an indicator for depelents in other areas of interest.
The work of O'Conner et al. (2010) is another exkmgf this approach. It also
demonstrates that -for some applications- topictifieation is not required. It will
be interesting to attempt a similar approach in Ketherlands. Perhaps, not only
opinions, attitudes, and sentiments towards then@oy in general should be
studied but perhaps also attitudes towards comgpaaie specific branches of
industry.

However, collecting twitter messages and analy#imay content is not the same as
using this information for statistics. This is @#nly not an easy hurdle to take.
Based on our current experience, we expect thaillitbe difficult to relate the

Twitter-based findings to the (opinion of the) Duggopulation as a whole without
using any additional source of information. Thisce&used by that fact that i) not
every Dutch citizen is active on Twitter, ii) theti@ity on Twitter varies per user,

i) it is likely that not all users can be idemid based on the information they

13



(voluntarily) provide, and iv) the collection of ésts is rather selective. Perhaps
studying the additional profile information providy around 50% of the Dutch
users provides insight on ways to solve some ofeahissues. Alternatively, a
random sample of the Dutch population could be estad to provide their Twitter
username.

Although it is clear that Twitter is a potentiaténesting source of information, still
a considerable amount of work needs to be donedble its actual use for official
statistics. Future studies will therefore focustba background characteristics of
Dutch Twitter users, the improvement of the autiienalassification of topics
discussed on Twitter (and other social media),@nthe mining of sentiment in the
messages collected.
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